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Capturing the heterogeneity and multiple scales in fractured media is important for understanding the
underlying mechanisms controlling the flow behavior, as both natural and hydraulic fractures can
dominate the flow patterns in media of this type. Fracture characteristics, such as heterogeneity, multiple
scales, and extreme size-to-aperture ratios, challenge standard macroscale mathematical and numerical
modeling methods of the flow based on the concept of volume averaging. This paper presents a finite
volume method approach for solving a two-phase flow model of discrete fractures that accounts for the
heterogeneity and multiscale fracture distribution in fractured reservoirs. Fracture model combinations,
obtained by restricting different models to different parts of a domain or by using models with explicit
representations of fractures as a basis for upscaled continuum models, are also presented. Furthermore,
the model error correction method due to fracture dimensionality reduction and an inappropriate up-
wind scheme is also analyzed.

Crown Copyright © 2021 Published by Elsevier Ltd. All rights reserved.
1. Introduction

Natural fractures are very common geological structures, and
they are widely distributed in all kinds of strata. Almost all reser-
voirs are affected by natural fractures to some extent [1]. Further-
more, the stimulation of hydraulic fracturing creates many
hydraulic fractures. Both natural and hydraulic fractures have an
important effect on the percolation performances of oil and gas
reservoirs. Thus, since the 1960s, the description and modeling of
fracture networks have been a popular topic of research, and a large
number of scholars have devoted many efforts to these concepts. A
more detailed discussion of some of the aspects of fracture
modeling can be found in previously published books [2e5] and
review articles [6e8]. However, because of the difficulty and
complexity of the flow mechanisms, some problems still have not
been effectively solved [8].

Matrix media generate fractures under the action of a me-
chanical load and environmental factors (e.g., leaching and disso-
lution). Once fractures are generated, expanded, and connected,
evier Ltd. All rights reserved.
they become channels for mass and energy exchange between the
media and their surroundings, which has a significant influence on
the permeability of the media. Thus, the purpose of the numerical
simulation of fractured reservoirs is to clarify the distribution of
fracture networks and then study the flow dynamics in these
reservoirs.

In previous studies, different conceptual models suitable for
fractured reservoirs have been proposed based on representations
of fractured porous media, which mainly included implicit and
explicit representation models. The simplest implicit representa-
tion of fractures is named the Single Continuum Model, which
represents fractures by adapting the permeability (equivalent
permeability) of a single porous medium. Mozolevski et al. [9]
proposed a method for calculating the equivalent permeability of
fracture networks based on the fracture shape, size, aperture, and
distribution as well as the matrix permeability. Although this
method does not consider the properties of the network, it is still
widely used because of its simplicity. Even though it cannot accu-
rately describe the flow process in the matrix in complex fracture
networks, percolation theory still plays an important role in the
calculations of the equivalent permeability [10]. In addition, the
fractal properties of a fracture distribution introduced new ideas for
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calculations of the permeability [10]. A single continuum model is
desirable due to its low level of modeling complexity and compu-
tational cost, but these benefits come at the cost of
oversimplification.

To be more realistic, multi-continuum models have been
developed, the most famous of which is the dual-porosity model.
The underlying assumption of the multi-continuum approaches is
that it is possible to represent different domains in the pore space,
the dynamics within these domains, and the exchange between
these domains based on continuous parameters and variables. The
single-phase multi-continuum governing equations from the 1960s
have been expanded to incorporate multi-phase flow [11e15], and
they continue to be developed [16e18]. Since then, a dual-porosity
model has been widely applied to the numerical simulations of
fractured reservoirs. Currently, Kazemi's model is still the default
option in most commercial software. In subsequent research,
different improved models suitable for fractured media have been
proposed. For example, Tecklenburg et al. [19] proposed a model to
improve the dual-porosity model by simulating the effects of
gravity, capillary infiltration, and other physical phenomena
involved. This model was called the multiple interacting continua
model (MINC). March et al. [20] presented a calculation method for
the shape factor in the case of unsteady flow, compared it with the
calculation results of a fine grid, and obtained consistent results.
Implicit models are suitable in the case where a porous medium is
regarded as a homogeneous medium and a fractureematrix me-
dium can be regarded as being composed of two parts: fractures
and the matrix. In the case where fractures are less developed and
their distribution is homogeneous, this kind of medium can be
simulated by a representative elementary volume (REV) [21].
However, some scholars have suggested that as the number of
fractures increases, the interactions between the fractures becomes
stronger [22,23]. In addition, there is no clear scale separation be-
tween the pore scale, fracture widths, fracture lengths, and
macroscale of interest [24]. Hence, the presence of fractures chal-
lenges the REV concept in fractured media modeling.

Therefore, explicit models of fractured reservoirs have been
developed, the most representative of which is a discrete fracture
model (DFM) [25,26]. In contrast with implicit models, explicit
models preserve the fractures and matrix as separate geometric
objects and make a geometric distinction between them. These
models can accurately describe the fracture morphology and dis-
tribution and have significant advantages in terms of anisotropy
and heterogeneity analysis. At the same time, to adapt to a complex
fracture network generated by explicit models, a mesh generation
technology has been developed. Moinfar et al. [27] introduced an
unstructured PEBI (perpendicular bisector) mesh into a numerical
reservoir simulation, and scaled up an unstructured Delaunay
triangular mesh with a wavelet transform method to improve the
calculation speed [28]. The development of unstructured meshes
provides a basis for the high-accuracy and high-speed simulation of
explicit fracture models.

The above conceptual models and their corresponding numer-
ical discretization methods still have the following problems to be
solved:

1) The existing implicit methods (based on single-continuum
models and multi-continuum models) assume a continuum
medium, and yet real fractures are defined as discontinuities in a
medium. Many studies have made significant contributions to
the further understanding of heterogeneous fracture distribu-
tions, but most of the improvements were based on modifying
2

the type of statistical distribution function, which is usually only
applicable to specific areas [29e31]. The extreme difference
between the permeability of the fracture and the surrounding
grid may cause the model equations to be unsolvable. At the
same time, the extreme difference between the fracture aper-
ture and the grid step makes it difficult to assign a value to the
permeability of the grid. This implies that with an increase in
the fracture heterogeneity and the cluster effect, continuum
media theory will no longer be applicable.

2) For the explicit methods (discrete fracture matrix model (DFM)
and discrete fracture network model (DFN)), if an equidimen-
sional representation of the fractures is adopted, a fine grid is
needed to resolve the fractures and avoid large aspect ratios of
the fracture objects, which means that computational resources
are wasted, and the underlying problem may even become
unsolvable [32]. With a mixed-dimensional representation of a
fractured medium introduced by a DFM [25,26] and an
embedded discrete fracture method (EDFM) [33], the dimension
of the fracture objects is one lower than that of the matrix ob-
jects, and this issue is avoided. However, a lower fracture
dimension results in flow discontinuity and a saturation step at
the fractureematrix interfaces. As a result, an explicit model is
inferior to an implicit model in terms of the computational
stability and convergence.
Remaining challenges in the modeling and discretization of the

flow in fractured porous media is the appropriate selection of the
conceptual model (as illustrated in Table 1), the corresponding
governing equations, and the necessary upscaling procedures and
discretization approaches. In this research, a multi-scale discrete-
fracture-network two-phase flow model was established based on
a fractal distribution of implicit microfractures and the character-
istic parameters of the explicit discrete large-scale fractures to
analyze the effect of different scale fracture systems on the water
saturation in a fractured reservoir during a waterflooding process.
At the same time, the spatial discontinuity caused by the dimen-
sionality reduction is corrected by introducing a dimensionless
aperture factor. Furthermore, a solution scheme is redefined by a
convection boundedness criterion [34], and the domain is dis-
cretized by the finite volume method to improve convergence and
accuracy of the explicit model.

The paper begins by discussing the representation of static
fractures in porous media in Section 2, while models for the flow
are presented in Section 3. Discretization approaches are discussed
in Section 4. In Section 5, the effects of different fracture scales are
discussed, as are the research challenges that remain, before the
paper concludes in Section 6.
2. Static fracture model

2.1. Fracture location

In this work, the fractal characteristics of fracture networks are
used to describe their heterogeneity. Tene et al. [35] presented a
fractal model describing the pore size distribution in porous media.
In this work, with similar theory, we present a fractal model that
describes the fracture length distribution as follows:

nðl; LÞdl¼aLDc l�ðDlþ1Þ; (1)

NðLÞ¼ a

Dl
LDc l�Dl

min; (2)



Table 1
Conceptual models of fractured porous media.

Representation
of fractures

Model Conceptual
illustration

Literature
sources

Characteristics of Different Modeling

Implicit Single-continuum
model

[29]
[30]
[31]

Suitable when fractures are weakly connected and small compared to the characteristic length scales
of interest.
However, failure to characterize the local geometry of the fracture network directly affects the flow
patterns at the scale of interest.

Multi-continuum
model

Explicit Discrete fracture
matrix model

[25]
[26]
[32]
[33]

Modeling within a framework with an explicit representation of fractures is often conceptually
simpler than the implicit counterpart, but at the cost of dealing with complex geometries.

Discrete fracture
network model
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where nðl; LÞ is the number of fractures whose lengths are in the
interval ½l; lþdl� in an L� L region,Dc is the correlation dimension of
the fracture location distribution, Dl is the mass dimension of the
fracture length distribution, a is the fracture density, lmin is the
shortest fracture length in the region, and NðLÞ is the number of
fractures with a length greater than lmin in the region. In this work,
two correlation functions are used to evaluate the probability that
any two fractures belong to the same cluster when calculating Dc:

CðrÞ¼ 2NdðrÞ
NðN � 1Þ (3)

where CðrÞ is the probability that two fractures with a centroid
Fig. 1. Contrast graphs of fracture networks with different correlation dimensions: a. Dc ¼
consistent with a uniform distribution, b. Dc ¼ 1.75, which deviates slightly from the Eucl
Dc ¼ 1.45, which deviates significantly from the Euclidean dimension, and a strong clusterin
used for the fracture length, density, and orientation distribution).

3

distance less than r are in the same cluster, N is the total number of
fractures in the region, and NdðrÞ is the number of pairs of centers
whose distance is less than r. By plotting CðrÞ and r on bi-
logarithmic axes, the following scaling relationship can be deter-
mined: CðrÞfrDc , where Dc is the correlation dimension obtained
by measuring the slope of this curve.

According to the definition of the correlation dimension, when
the distance between the centroids of two fractures is less than r,
these two fractures are likely to belong to the same fracture cluster.
As shown in Fig. 1, with a change in the correlation dimension,
cluster effects of different degrees appeared in the fracture
network.

A relatively simple method for the numerical simulation of
1.95, which is very close to the Euclidean dimension, so the fracture distribution is
idean dimension, and the generated fracture network has a local cluster effect, and c.
g effect appears in the fracture network (in all three cases, the same parameters were
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fractured reservoirs is to use a Poisson stochastic process to
generate the fracture positions [36]. However, the fractal dimension
obtained with this approach is close to the Euclidean dimension of
the system. Thus, it cannot effectively characterize the cluster effect
of a fracture network (Fig. 1a). In an iterative process, weight co-
efficients are introduced into the domain based on a density
function. This is a convenient way to generate heterogeneous
fracture distributions. However, the interrelationship between
fractures cannot be described because the iterative processes are
independent of each other.

In this work, a multifractal process is used to generate fracture
centroids. As shown in Fig. 2, the multifractal process is also an
iterative method. Different from the Poisson process or a method
considering weight coefficients, the multifractal process uses a
multifractal spectrum to construct an internal relationship between
different subdomains. Such probabilities Pi of different subdomains
are calculated as follows:

Xn
i¼1

Pqi
ð1=srÞðq�1ÞDq

¼1: (4)

Eq. (4) is commonly referred to as a multifractal spectrum,
where Pi is a probability, sr is the scale ratio between the scales of
the parent domain and the subdomain, and Dq is a multifractal
dimension. When q ¼ 0, Dq corresponds to a box-counting
dimension; when q ¼ 1, Dq corresponds to an information
dimension; when q ¼ 2,Dq corresponds to a correlation dimension.
In this study, the correlation dimensionwas adopted to describe the
relative locations of the fractures, so q was fixed at 2.

The main advantage of a multifractal process is that it can
simulate the cluster property of fractures. Under field conditions,
fractures tend to form in clusters. Therefore, this property can be
used to establish a more realistic static fracture network model.
Fig. 2. Schematic diagram of the iterative method for a multifractal process. a. First, the do
required value, and then a probability Pi is assigned to each subdomain randomly. b. In th
subdomains. A new probability Pi is re-randomly assigned and multiplied by the probabilit

4

2.2. Fracture orientation

The fracture orientation in a formation is determined by the
load, stress field, geochemistry, and other factors at a local or
regional scale. A probability distribution is a simple and widely
used method to describe the fracture orientation. The most
commonly used is the von Mises distribution [37], with the prob-
ability density distribution function and a cumulative probability
distribution function defined respectively as follows:

f ð4jm; kÞ¼ ek cosð4�mÞ

2pI0ðkÞ
; (5)

Fð4jm; kÞ¼

ð4
0
ek cosðt�mÞdt

2pI0ðkÞ
; (6)

where 4 is the fracture orientation, m and k are the parameters
describing the dominant orientation of the fracture distribution,
and I0ðkÞ is a modified Bessel function, defined as I0ðkÞ ¼Pþ∞

i¼0
k2i

22iði!Þ2. Since m and k are difficult to obtain in field applications,

the Fisher distribution [38] was adopted to generate the fracture
orientation in this study. Its probability density distribution func-
tion can be expressed as

f ðqÞ¼K sin qeK cos q

eK � e�K ð0 < q < p =2Þ; (7)

where q is an angular deviation from the mean, K is Fisher's con-
stant, which can be calculated by analyzing data, such as the surface
outcrop data, to show the extent to which the fracture orientation
deviates from the dominant orientation.
main is divided into several subdomains until the number of subdomains reaches the
e next step, each subdomain is treated as a parent domain and divided into smaller
y of the parent domain as the probability of the current subdomain.
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3. Fracture flow model

3.1. Model hypotheses

As mentioned previously, due to the existence of scale effects, a
fracture network in a real fractured reservoir is complex, which is
mainly caused by changes in the in-situ stresses (extrusion and
tensile) and the effect of environmental factors (leaching and
dissolution). Once fractures are generated and extended, they will
form channels for energy exchange within the reservoir, and the
permeability of the reservoir will be significantly enhanced. If the
matrix is treated as a uniform medium, the fractured medium can
be considered to be a two-medium composite of the matrix and
fractures. When a fracture distribution is uniform and its size is
small, the dual-medium theory can be used to analyze the reservoir
permeability. As local stress and environmental factors change over
time, the fracture density will gradually increase and strengthen
the interactions between fractures. Multi-scale fractures will begin
to appear. At this time, the continuum theory is no longer appli-
cable for the description of fractured reservoirs. In this study, the
matrix and microfractures were established by using a dual-
medium model, and large-scale fractures were established by us-
ing a discrete fracture model.

To simplify the model development, the following assumptions
are made:

1) The flow is isothermal oilewater two-phase flow;
2) A WarreneRoot model is used for the matrixemicrofracture

system, considering the dual-porosity/permeability;
3) The reservoir is simplified to a plane, where the depth is in the

middle of the reservoir, and large-scale fractures are dimen-
sionally reduced to one-dimensional linear elements;

4) The fluids are slightly compressible, and the reservoir rock is
rigid.
3.2. Governing equations

From the law of mass conservation, the oilewater two-phase
continuity equations can be written as

vðro4soÞ
vt

þV , ðrovoÞ¼0; (8)

vðrw4swÞ
vt

þV , ðrwvwÞ¼0: (9)

The water phase is assumed to be the wetting phase under the
reservoir conditions. For immiscible two-phase flow, the supple-
mentary equations are

so þ sw ¼ 1
pc ¼ po � pw

: (10)

In the formulas above, the oil and water densities are under
formation conditions, which are generally unknown. Instead, they
are expressed by the densities under standard conditions and for-
mation volume factors. The crossflow between the matrix and
microfractures is considered to be a pseudo-steady flow, that is, the
rate of the crossflow is proportional to the pressure difference and
inversely proportional to the fluid viscosities. The governing
equations in the matrix and microfractures can be written as
follows:
5

3.2.1. Matrix system

V ,

��
Krom

moBo

�
Vpom

�
�a

pom � pof
KmmoBo

¼ 1
KmBo

v½4mð1� swmÞ�
vt

;

(11)

V ,

��
Krwm

mwBw

�
Vðpom �pcmÞ

�
�
�a ,

pom � pcm � pof þ pcf
KmmwBw

¼ 1
KmBw

vð4mswmÞ
vt

: (12)
3.2.2. Microfracture system

V ,

��
Krof
moBo

�
Vpof

�
þa

pom � pof
KmmoBo

¼ 1
KfBo

v
h
4f

�
1� swf

�i
vt

; (13)

V ,

��
Krwf
mwBw

�
V
�
pof �pcf

�

�
�
þa ,

pom � pcm � pof þ pcf
KmmwBw

¼ 1
KfBw

v
�
4f swf

�
vt

: (14)
3.2.3. Large-scale fracture system
A mixed-dimensional representation is adopted to deal with

large-scale fractures, which effectively avoids the problem of non-
convergence caused by a large grid ratio. Since the large-scale
fractures are represented by one-dimensional linear elements
within a grid, the governing equations in these fractures can be
expressed as

dF
v

vl

�
KroF

moBo

vpoF
vl

�
¼dF

1
KFBo

v½4Fð1� swFÞ�
vt

; (15)

dF
v

vl

�
KrwF

mwBw

vðpoF � pcFÞ
vl

�
¼dF

1
KFBw

vð4FswFÞ
vt

: (16)

The main problem with the mixed-dimensional strategy is the
discontinuity of the flow due to the failure to describe large-scale
fracture apertures. This is because, by definition [25], even a
small amount of fluid flowing into the fractures from the inlet end
can reach the outlet end in an instant. This results in flux discon-
tinuities at fractures, although the model as a whole still obeys the
conservation of mass. In this work, a dimensionless fracture aper-
ture operator dF is introduced to avoid this problem. When dF is a
constant, a smooth plate model with a certain aperture can be
described; when dF is a specific function, a fracture surface with its
corresponding roughness can be described.

Eqs. (11)e(16) are the saturation equations, and the corre-
sponding pressure equations are obtained by eliminating the
saturation terms. The mathematical model can be obtained as fol-
lows:



V ,

��
Krom

mo
þKrwm

mw

�
Vpom

�
�V ,

�
Krwm

mw
Vpcm

�
�a

�
pom � pof
Kmmo

þ pom � pcm � pof þ pcf
Kmmw

�
¼0: (17)

1
Km

vð4mswmÞ
vt

�V ,

��
Krwm

mw

�
Vðpom �pcmÞ

�
þa

pom � pcm � pof þ pcf
Kmmw

¼ 0 (18)

V ,

��
Krof
mo

þKrwf
mw

�
Vpof

�
�V ,

�
Krwf
mw

Vpcf

�
þa ,

�
pom � pof
Kmmo

þpom � pcm � pof þ pcf
Kmmw

�
¼ 0 (19)

1
Kf

v
�
4f swf

�
vt

�V ,

��
Krwf
mw

�
V
�
pof �pcf

��
�a

pom � pcm � pof þ pcf
Kmmw

¼0 (20)
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dF
v

vl

��
KroF

mo
þKrwF

mw

�
vpoF
vl

�
�dF

v

vl

�
KrwF

mw

vpcF
vl

�
¼0 (21)

dF
1
KF

vð4FswFÞ
vt

�dF
v

vl

�
KrwF

mw

vðpoF � pcFÞ
vl

�
¼0 (22)

A crossflow term is missing from the large-scale fracture gov-
erning equations. Relevant studies have confirmed that the flow
through an interface of each medium is continuous. As a result, the
cross fluxes between the matrixemicrofracture system and the
large-scale fracture system will cancel each other in the process of
flow equation superposition [39]. The above equations are not
closed, so it is necessary to construct an auxiliary equation.
Riquelme et al. [40] used the following relationship between the
capillary pressure and water saturation:

pci ¼ � bi lnðswiÞ: (23)

Eq. (23) implies that the capillary pressure at an interface of
different media should be continuous. Based on this continuity
condition, a water saturation function relationship between the
micro-fracture system and the large-scale fracture system can be
established at the interface:

pcf
�
swf

�
¼pcFðswFÞ: (24)

The inverse function of the water saturation in micro-fractures
can be used to represent the water saturation in large scale
fractures:

swF ¼ðpcFÞ�1pcf
�
swf

�
: (25)

Based on the chain rule, the water-phase saturation equation
(22) in large-scale fractures can be rewritten by using the water
saturation of the microfractures, which can be expressed as
follows:

dF
1
KF

dswF

dswf

v
�
4Fswf

�
vt

�dF
v

vl

�
lwF

vðpoF � pcFÞ
vl

�
¼0: (26)
6

3.3. Initial conditions

In the initial state, the pressure at each point in the formation is
equal to the original formation pressure, and the water saturation
at each point is equal to the irreducible water saturation, so the
model has the following initial conditions:

pmðx; y; z; tÞjt¼0 ¼ pf ðx; y; z; tÞ
���
t¼0

¼ pFðx; y; z; tÞjt¼0 ¼ pi

swmðx; y; z; tÞjt¼0 ¼ swf ðx; y; z; tÞ
���
t¼0

¼ swFðx; y; z; tÞjt¼0 ¼ swc:

(27)

3.4. External boundary conditions

Gout represents the reservoir boundary, and the outer boundary
of the model is assumed to be closed. Thus, the model has the
following outer boundary conditions:

vp
vn

����
Gout

¼0: (28)

3.5. Well model

A common approach to model wells is Peaceman's approach
[41], which turns a well into a point source or sink and calculates
the flux by calculating the equivalent radius of the well and then
replacing its bottom hole pressure with a grid pressure.

In this work, a wellbore is reduced to a one-dimensional linear
entity as an internal boundary condition, and its flux is calculated
by a bottom hole pressure gradient. This method avoids the prob-
lem of mesh discretization caused by the wellbore size.

Based on radial unsteady flow in a plane, a flux at each wellbore
boundary can be obtained by giving a bottom hole pressure
gradient. Gwell represents thewellbore boundary. The constant flow
production is imposed by the following boundary condition in
actual field applications:

vp
vn

����
Gwell

¼ � mQ
2pKhrw

: (29)



Fig. 3. Selection of control elements and the distribution of adjacent geometric entities. The matrix and micro-fracture systems are expressed as a triangular grid, considered as a
dual-continuous medium. The one-dimensional blue line is decomposed in triangular elements that are bounds of the triangles surrounding a large-scale fracture. e is the unit
vector along the direction defined by a vector CF, Sf is the surface vector, which can be written as the sum of two vectors Ef and Tf (Ef is in the CF direction, Tf is perpendicular to the
unit normal vector n). (For interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.)

C. Tang, W. Zhou, Z. Du et al. Energy 244 (2022) 122573
When the oil yield is fixed, the water yield is calculated by a
two-phase fluidity ratio. When the liquid yield is fixed, the water
content is determined according to the two-phase fluidity, and the
oil and water yields can be distributed based on the water content.
4. Discretization and numerical solutions

4.1. Domain discretization

According to the above hypotheses, a reservoir is divided into a
matrix, microfractures, and large-scale fractures. The matrix and
micro-fractures can be considered to be dual media, and large-scale
fractures can be considered to be a discrete medium to realize the
physical modeling of the multi-media with multi-scale fractures.

The whole computational domain is discretized by unstructured
Delaunay triangles. Large-scale fractures are dimensionally
reduced as the inner boundaries of the model, which are repre-
sented by the interfaces of one-dimensional line elements between
the triangular grids. Based on the finite volume method, a control
element is determined by triangles, and their boundaries generated
by the discretization [42]. This method ensures that the control
elements do not overlap and cover the entire computational
domain. The computational domain (Gd) consists of two sub-
domains: the matrixemicrofracture system (Gm�f ) and the large-
scale fracture system (GF ).FGE represents the flow governing
equations. The integration of the whole computational domain can
be written as

∭
Gd

ðFGEÞ dGd ¼ ∭
Gm�f

ðFGEÞ dGm�f þ dF �∭
GF

ðFGEÞ dGF: (30)
4.2. Equation discretization

The result of the domain discretization is that the whole
computational domain is divided into non-overlapping control el-
ements. As shown in Fig. 3, to obtain the algebraic equations, the
flow governing equations need to be discretized in the control el-
ements based on the finite volume method. These equations in the
matrix are taken as an example; a similar process is carried out for
the microfractures and large-scale fractures.

The process starts by integrating Eq. (18) over a control element
C:
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ð
VC

vð4swÞ
vt

dV �
ð
VC

V , ½lwVðpo �pcÞ�dV þ
ð
VC

qwdV ¼0: (31)

According to the volume integral property, Eq. (31) shows that
the flow process described in Eq. (18) still obeys the law of mass
conservation in any non-zero volume grid. Compared with the
finite element method, this feature is a huge advantage of the finite
volume method, because it mathematically guarantees that mass is
conserved in any local grid.

The first item in Eq. (31) can be expressed by referring to Eq. (30)
as follows:

ð
VC

vð4swÞ
vt

dV ¼VC4m
dswm

dswf

vswf
vt

þVC4f
vswf
vt

þ
X

f�facesðVC�FÞ

dswF

dswf

vswf
vt

dFlF4F: (32)

The first term on the right-hand side is the variation rate of the
water phase saturation in a pore volume in thematrix in the control
element VC, the second term is the variation rate of the water phase
saturation in a micro-fracture pore volume, and the third term is
the variation rate of the water phase saturation in a large-scale-
fracture pore volume at the boundary surface f of the control
element.

According to the divergence theorem, the volume integral in the
advection term in Eq. (31) can be converted into a surface integral,
as follows:

ð
VC

vð4swÞ
vt

dV �
I
vVC

½lwVðpo� pcÞ ,n�dSþ
ð
VC

qwdV ¼0: (33)

Furthermore, the surface integral is written in the form of the
sum of the surface integrals of each surface of the control element:

I
vVC

½lwVðpo� pcÞ ,n�dS¼
X

f�facesðVCÞ

0
B@

ð
f

½lwVðpo �pcÞ ,n�dS

1
CA:

(34)

Using a one-point Gaussian quadrature, the integral at the face f
of the element becomes
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I
vVC

½lwVðpo � pcÞ,n�dSz
X

f�facesðVCÞ

	
lwm



supwm

�
Vðpom � pcmÞ þ lwf

�
supwf

�
V
�
pof � pcf

�i
,Sf þ

X
f�facesðVC�FÞ

dFlwF


supwF

� vðpoF � pcFÞ
vl

: (36)
ð
f

½lwVðpo �pcÞ ,n�dS¼ lwVðpo �pcÞ,Sf : (35)

Similarly, according to the form of Eq. (30), the advection term in
Eq. (31) can be rewritten as

The first term on the right-hand side represents the flux through
the boundary of the matrixemicrofracture system, and the second
term represents the flux through the large-scale fractures. The
0
@VC4m

dswm

dswf
þ VC4f þ

X
f�facesðVC�FÞ

dswF

dswf
dFlF4F

1
A vswf

vt
�
8<
:

X
f�facesðVCÞ

h
lwm



supwm

�
Vðpom � pcmÞ þ lwf

�
supwf

�
V
�
pof � pcf

�i
,Sfþ

þ :
X

f�facesðVC�FÞ
dFlwF



supwF

� vðpoF � pcFÞ
vl

9=
;þ

0
@qwmVC þ qwfVC þ

X
f�facesðVC�FÞ

dFlFqwF

1
A ¼ 0 (38)
superscript represents upstream weighting.
The integral of the source and sink terms in Eq. (31) can be

approximately written as
2
4 X
f�facesðVCÞ

h�
lm þ lf

�
Vpo � lwmVpcm � lwfVpcf

i
,Sf þ

X
f�facesðVC�FÞ

dF

�
lF
vpo
vl

� lwF
vpcF
vl

�35�
2
4�qm þ qf

�
VC þ

X
f�facesðVC�FÞ

dFlFqF

3
5 ¼ 0:

(39)
ð
VC

qwdV z qwmVC þ qwfVC þ
X

f�facesðVC�FÞ
dFlfqwF: (37)

Finally, for the control element VC, the semi-discrete format of
the saturation equation represented by Eq. (31) can be expressed as
follows:

The above discretization process is also applicable to the pres-
sure equation. Since the pressure is assumed to be continuous and
no subscript representing a medium is added, the semi-discrete
form of the pressure equation can be written as
4.3. Modified higher-order upwind scheme

To avoid nonphysical solutions, the interpolation calculations of
the saturation and fluidity are carried out with an upwind scheme
8

[43] (i.e., the influence of the flow direction is considered). Because
the first-order upwind scheme produces severe false diffusion
(called cross-stream diffusion or numerical diffusion in the litera-
ture), the numerical solution deviates greatly from the true solu-
tion, so a high-order upwind scheme is adopted. However, due to
the large difference between the large-scale fractures and
matrixemicrofractures in terms of conductivity, the high-order
upwind scheme will generate non-physical oscillations at an
interface between the matrixemicrofracture system and the large-
scale fracture system. In addition, dimensionality reduction of the
large-scale fractures is carried out in this work, resulting in more
significant step phenomena at the interfaces. To overcome these
problems, a modified higher-order upwind scheme for the satura-
tion and flow is established by using the convection boundedness
criterion (CBC) [44].
As shown in Fig. 4, in the higher-order upwind scheme, the

value Ff at the interface f is determined by the upwind (FC),
downwind (FD), and far upwind (FU) nodal values. The position of
each point is determined by the flow direction. Thus, the value Ff
can be expressed as follows:

Ff ¼ FðFU;FC;FDÞ: (40)

A new function ~FðxÞ is defined as follows:

~FðxÞ¼ Fx � FU

FD � FU
: (41)

Eq. (40) can be rewritten with only one variable as

~Ff ¼Gð~FCÞ: (42)

According to the CBC, for a scheme to have the boundedness
property, it should meet the following conditions:



Fig. 4. Schematic of the upwind, downwind, and far upwind node locations used in
describing the convection schemes in an unstructured grid.

Fig. 5. Comparison of the solutions from different saturation profiles at an abrupt
interface.
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1) Its functional relationship should be continuous;

2) It should be bounded from below by ~FC and from above by
unity;

3) It should pass through points (0,0) and (1,1) monotonically

ð0 < ~FC <1Þ;
4) For ~FC <0 or ~FC >1, the functional relationship Gð~FCÞ should be

equal to ~FC.

A higher-order upwind scheme (such as the Quadratic Upstream
Interpolation for Convective Kinematics (QUICK) scheme) is
modified according to the CBC, and the corresponding function is
established. The higher-order upwind scheme with the bounded-
ness property can be constructed as follows:

~Ff ¼

8>>>>>>>>>><
>>>>>>>>>>:

3~FC 0 � ~FC � 1
6

3
4
~FC þ 3

8
;
1
6
� ~FC � 7

10
1
3
~FC þ 2

3
;

7
10

� ~FC � 1

~FC ; ~FC >1; ~FC <0

: (43)

As shown in Fig. 5, compared with the exact solution, the
saturation profile generated by the first-order upwind scheme is
smeared and highly inaccurate but very smooth. This inaccuracy is
due to false diffusion, which is caused by the one-dimensional
interpolation profile used. This error can be reduced by using
higher-order interpolation schemes, as demonstrated by the profile
generated with the QUICK scheme. The QUICK scheme profile is
shown to be much sharper and more accurate than the upwind
profile. However, it suffers from over/undershoots near the sharp
gradient. This error is called the dispersion error, which causes the
generation of maxima/minima in the solution domain and is a
characteristic of all higher-order (HO) schemes. The profile gener-
ated by the modified higher-order upwind scheme will limit the
unphysical oscillations at the interface, which provides a more
reasonable solution.
4.4. Iterative implicit pressure and explicit saturation (IMPES)
solution

The saturation and pressure equations are solved by the implicit
pressure and explicit saturation (IMPES) method. First, the pressure
equation is computed implicitly, and then the saturation equation
is evaluated explicitly. Assuming that the current time step is k, all
9

pressure-related variables are computed implicitly using the value
at the (kþ1)th time step, and then Eq. (31) can be written as

X
f�facesðVCÞ

h�
lkmþlkf

�
Vpkþ1

o

i
f
,Sfþ

X
f�facesðVC�FÞ

dFl
k
F
vpkþ1

o
vl

¼
X

f�facesðVCÞ

�
lkwmVpkcmþlkwfVp

k
cf

�
f
,Sfþ

X
f�facesðVC�FÞ

dFl
k
wF

vpkcF
vl

þ :

2
4�qmþqf

�
VCþ

X
f�facesðVC�FÞ

dFlfqF

3
5 (44)

It should be noted that the capillary pressure in Eq. (44) uses the
value of the kth time step, which is already known. Therefore, Eq.
(44) only contains one unknown variable pkþ1

o , which can be solved
by the NewtoneRaphson iterative method. By substituting the re-

sults into the water saturation equation, skþ1
wf can be computed

explicitly, as follows:

0
@VC4m

dswm

dswf
þ VC4f þ

X
f�facesðVC�FÞ

dswF

dswf
dFlf4F

1
A skþ1

wf � skwf
Dt

¼
8<
:

X
f�facesðVCÞ

h
lkwmV

�
pkþ1
o � pkcm

�
þ lkwfV

�
pkþ1
o � pkcf

�i
,Sf þ :

X
f�facesðVC�FÞ

dFl
k
wF

v
�
pkþ1
o � pkcF

�
vl

9=
;�

0
@qwmVC þ qwfVC

þ
X

f�facesðVC�FÞ
dFlfqwF

1
A (45)

Since the variables related to the saturation are evaluated
explicitly, each time step should not be too long, that is, the flow
through the control element within each time step should not
exceed the pore volume of the control element; otherwise, the
IMPES method will have stability problems. The specific time step
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selection criteria used in this work was presented by Chen et al.
[43,45e47].

5. Numerical model for water flooding in multi-scale
fractured reservoir

The size of the multi-scale fracture model established in this
paper was 100 m � 100 m. The study area was divided into 8307
grid blocks by a Delaunay triangulation. The maximum grid side
length was 7.5 m, and the minimum grid side length was 0.03 m.
The grid quality was evaluated by the ratio of the grid block area to
the radius of its circumscribed circle (the minimum was 0.65 and
the average was 0.95, indicating that the gridding result met the
simulation requirements). A specific grid shape and a large-scale
fracture distribution are shown in Fig. 6. An injection well was
located in the lower-left corner of the model, and a productionwell
was located in the upper-right corner of the model. The wells and
large-scale fractures were treated by a grid mesh encryption to
enhance the stability of the calculations.

Compared with conventional commercial software model, the
main advantages of the model established in this paper are as
follows:

1) The whole study area was divided by Delaunay triangular grid
segmentation, which significantly improved the adaptability of
the irregular boundaries (inflection points and intersections of
fractures);

2) Large-scale fractures were reduced by dimensionality reduction
to the inner boundary of the model, effectively avoiding the
computational cost brought by a minimization grid;

3) By introducing the dimensionless aperture of large-scale frac-
tures, the problem of discontinuity of the large-scale fracture
flowwas solved, and the obtained results weremore in linewith
real systems;

4) The higher-order upwind scheme was improved, and the
improvement of the accuracy of the solution significantly sup-
pressed the occurrence of non-physical oscillations.
5.1. Model validation

Since there is no commercial software to effectively simulate a
Fig. 6. Results of grid subdivision of multiscale fractures: a. overall subdivision e
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multi-scale fracture system, to validate the above model, the large-
scale fracture sub-model and the microfractureematrix sub-model
were validated by the analytical solution of the BuckledyeLeverett
model and the numerical solution of a dual-medium model,
respectively.
5.1.1. Case I: large-scale fracture sub-model (compared to the
BuckledyeLeverett model)

The large-scale fracture sub-model was first used to solve a one-
dimensional flow process neglecting the capillary forces and
gravity, namely the BuckledyeLeverett equation. The source and
sink items were assumed to only appear at both ends of the one-
dimensional reservoir, water was injected from the left side at a
constant flow rate qw, and the productionwas at the right side with
a constant liquid yield qL. The effective water saturation is defined
as

se ¼ðsw� swcÞ = ð1� swc � sorÞ: (46)

The relative permeabilities of the water and oil phases are
denoted respectively as

Krw ¼ s4e ; (47)

Kro ¼ð1� seÞ2
�
1� s2e

�
: (48)

The relative permeability curves are shown in Fig. 7. The
analytical solution of the BuckledyeLeverett equation can be
expressed as

xðsw; tÞ¼ xðsw;0Þ þ f 0ðswÞ
A4

ðt

0

qLdt: (49)

The values of the parameters used in the models are shown in
Table 2. As shown in Fig. 8, the results of the analytical and nu-
merical solutions for the large-scale fracture sub-model agreed
closely.
5.1.2. Case II: Microfracture and matrix system sub-model
(compared with eclipse commercial software)

A dual-medium model with dimensions of
ffect of the model and b. local reinforcement effect at large scale fractures.



Fig. 7. Oilewater two-phase relative permeability curves in the matrixemicrofracture
system.

Table 2
Parameters used in the BuckledyeLeverett model.

Parameter Value

Fracture Length (m) 100
Fracture Permeability (mD) 1500
Reservoir Pressure (MPa) 25
Irreducible Water Saturation 0
Residual Oil Saturation 0
Water Phase Viscosity (mPa$s) 1
Oil Phase Viscosity (mPa$s) 5
Rate of Water Injection (m$s�1) 1 � 10�5

Fig. 8. Comparison between numerical and analytical solutions for the
BuckledyeLeverett equation.

Table 3
Parameters used in the dual-porosity model.

Parameter Value

Microfracture Permeability (mD) 100
Matrix Permeability (mD) 10
Formation Pressure (MPa) 25
Irreducible Water Saturation (decimal) 0
Residual Oil Saturation (decimal) 0
Water Phase Viscosity (mPa$s) 1
Oil Phase Viscosity (mPa$s) 5
Water Injection/Liquid Production (m3/d) 15
Matrix Porosity (decimal) 0.25
Microfracture Porosity (decimal) 0.3
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100 m � 100 m � 10 m was established using the Eclipse reservoir
numerical simulation software with a grid step size of
5 m � 5 m � 5 m. The crude oil was saturated in the initial state of
the formation, and both the irreducible water and residual oil
saturation were zero.

Gravity and the capillary forces were neglected, and the model
was assumed to be isotropic. The lower-left corner of the model at
(0,0) was the injection well, and the upper-right corner at (100 m,
100m)was the productionwell. The other parameters are shown in
Table 3. Fig. 9 shows the water saturation distributions from the
model proposed in this paper and the Eclipse software at different
times. The two predictions had good agreement.
5.2. Analysis of results and comparison of examples

5.2.1. Effect of microfracture network on water saturation
distribution

In the model validation process, it was assumed that both the
matrix and microfractures were homogeneous, while the micro-
fractures in an actual formation are not uniformly distributed. To
describe the heterogeneity of microfractures and to study the effect
of microfracture networks with a clustering effect on the water
saturation in thewater-flooding process in a fractured reservoir, the
multiple fractal modeling method mentioned above was used to
establish a fracture network with the clustering effect.

First, static modeling parameters were obtained through real
seismic interpretation data. At present, the main method of using
seismic data to characterize a fracture distribution is based on a
post-stack seismic attribute data analysis, which is mostly used for
the characterization and prediction of large-scale fractures but has
a poor characterization of microfractures. Therefore, the ant
tracking method proposed by the Schlumberger company was
adopted in this paper. By combining image processing technology
11
with three-dimensional seismic data, the characterization accuracy
of post-stack seismic attribute data for the microfractures was
effectively improved.

This procedure consisted of four steps. The first step was to
condition the seismic data by reducing noise in the signal. The
second step enhanced the spatial discontinuities in the seismic data
(via fracture attribute generation and edge detection). The third
step, which generated the Ant tracking volume, significantly
improved the fracture attributes by suppressing the noise and re-
mains of nonfracturing events. This was achieved by emulating the
behavior of ant colonies in nature and how they use foramens to
mark their paths to optimize the search for food. In this work,
“artificial ants” were placed as seeds on a seismic discontinuity
volume to search for fracture zones. Virtual pheromones deployed
by the ants captured information related to the fracture zones in
the volume. Through dynamic and static interwell connectivity
analysis, the final stopping criterion is determined. The result was
an attribute volume that showed the fracture zones very sharply
and in detail.

Fig. 10 shows the results for the ant tracking of different strata
reference depths in a certain block. The images intuitively show
that there were microfractures with local cluster effects in the
study area. The static model could be constrainedwith as much real
stratigraphic data as possible to better ensure the consistency be-
tween the static modeling results and the real stratigraphic situa-
tion. After this, the slice of the corresponding depth was selected to
generate a grayscale image to calculate the fracture correlation
dimension. Therefore, the correlation dimension of the fracture
network at different depths in the stratumwas calculated by using
Eq. (3), and the results are shown in Fig. 11.



Fig. 9. Comparison of water saturation distributions between the model established in this paper and the Eclipse software model at different times.

Fig. 10. Fracture images identified by seismic attribute volume data at different buried depth planes in an oil field block: a. buried depth ¼ 6500 m, b. buried depth ¼ 6510 m, and c.
buried depth ¼ 6520 m
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According to the calculations, the correlation dimension of the
microfracture network in the study areawas about 1.75. To simplify
the problem, it was assumed that the microfracture direction
obeyed a uniform distribution, and a fixed-length model was used
to generate a fracture network pattern with the fractal features of a
real fracture network pattern (Fig. 12).

Fig. 13 shows the absolute permeability distribution of the
matrix and microfracture system of the model. Using the same
model parameters as in case I, the distribution diagram of thewater
saturation at different water injection times were obtained, and the
results are shown in Fig. 14.

The numerical simulation results showed that a non-uniform
distribution of the microfractures increased the irregularity of the
oilewater front morphology. The cluster effect of the selected
microfracture network was not strong (Dc ¼ 1.75), and thus, the
microfracture network showed no evident cutting effect on the
oilewater front morphology in this case. The other parameters of
12
the model were kept unchanged, and the matrixemicrofracture
dual-medium model with a microfracture correlation dimension
of 1.45 was established for the numerical simulations. The results
are shown in Fig. 15.

The above results indicated that the heterogeneity of the
reservoir will complicate the oilewater front distribution, and the
cluster effect of the microfracture network will further aggravate
the complexity of the oilewater front shape. The local cluster areas
of the microfractures should be given sufficient attention, and the
corresponding well pattern and drilling method should be adopted
based on the distribution of fractures.

5.2.2. Effect of large-scale fracture network on water saturation
distribution

To clarify the main controlling factors of the water injection
development dynamics in multi-scale fractured reservoirs, nu-
merical simulations of large-scale fractures were carried out based



Fig. 11. Fractal correlation dimension calculations and fitting results of fracture images at different buried depths.

Fig. 12. Microfracture network generated by a multifractal method. By staining, the
connectivity of different fractures is revealed. Due to the non-uniform distribution of
fractures, disconnected fracture clusters formed locally (red/yellow/orange clusters),
and there was no direct connection between them and the main percolation cluster
(green clusters).
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on the model described above. Since the conductivity of large-scale
fractures is significantly different from that of the microfractures,
different relative permeability curves should be used. According to
Aguilera's research [1], when the fracture conductivity is large
enough, the influence of the capillary pressure on the multiphase
flow can be neglected. In this case, the relative permeability curves
shown in Fig. 16 can be used. The results are shown in Fig. 17.

The numerical simulation results showed that compared with a
microfracture network, the large-scale fractures had more signifi-
cant effects on the waterflood front shape, and thus, it is necessary
to analyze the influence of the large-scale fracture morphology on
the water saturation distribution. To clarify the influence of large-
scale fractures on the saturation distribution and the production
13
process, it is first necessary to eliminate the influence of the non-
uniform distribution of microfractures on the results. It is
assumed that the directions and locations of the microfractures
followed uniform distributions.

The matrixemicrofracture system was equivalently treated as a
dual-medium model, and a large-scale fracture with a length of
90 m and an aperture of 0.5 mmwas additionally constructed. The
absolute permeability was calculated by a cubic function. The
connection direction of the injection-production wells was the
reference direction, and the production of the wells was calculated
when the angle between the large-scale fracture and the reference
direction was 0�, 45�, and 90�. The results are shown in Fig. 18.

The analysis of the calculated results in Fig. 19 showed that the
smaller the angle between the fracture and the direction of the
mainstream line was, the earlier the water breakthrough of the
production well was, the faster the water cut rose after water
breakthrough, and the lower the recovery degree corresponding to
the same water cut became.

The model with q ¼ 0+ was selected to study the effect of the
fracture length on thewater saturation because the impact of large-
scale fractures on the water saturation was the most significant at
this angle. With L ¼ 30 m, the influence of different large-scale
fracture lengths on the distribution of the water saturation was
examined. Fig. 20 shows the saturation distributions corresponding
to different fracture length models during production.

The analysis and calculation in Fig. 21 showed that as the length
of the large-scale fracture increased, thewater intrusion time of the
production well increased. After the water cut occurred, the water
content increased faster, but the increase rate slowed later.
Furthermore, the longer the large-scale fracture length was, the
lower the degree of recovery become.

As shown in Fig. 22, in the large-scale complex fracture model,
due to the high conductivity of large-scale fractures and the higher
fluidity of the water phase, when the frontal edge of the two-phase
zone reached the large-scale fracture, the water phase rapidly
advanced along the large-scale fracture, causing the water cut of
the production well to increase quickly, and forming an oil-rich
zone at the edge of the large-scale fracture. With the extension of
the water injection time, the frontal edge shape of the two-phase
area was divided by the large-scale fracture, resulting in non-
uniform displacement. This is the reason that, compared with ho-
mogeneous reservoirs under the same geological environment and
production conditions, fractured reservoirs undergo early water
seepage and low recovery.



Fig. 13. Permeability field distribution in the matrixemicrofracture system: a. matrix permeability (mD) and b. microfracture permeability (mD).

Fig. 14. Water saturation distribution diagrams in the matrixemicrofracture system at different times when the DC value of the microfractures was 1.75.

Fig. 15. Water saturation distribution diagrams in the matrixemicrofracture system at different times when the DC value of the microfractures was 1.45.
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The analysis discussed above established that the large-scale
fractures had a greater effect on the water saturation than the
microfractures. Modeling large-scale fractures and microfractures
at the same timewould greatly increase themodeling difficulty and
calculation cost. For the area studied in this work, when the frac-
ture correlation dimension was greater than 1.8, due to the domi-
nant effect of the large-scale fractures, microfractures could be
reasonably ignored. The resulting water breakthrough time error
was 5%e13%, depending on the shape and location of the micro-
fracture cluster area. However, determining whether this guideline
is universal still needs to be verified in combination with the dis-
tribution of fractures in different areas.
14
6. Conclusions

Multiple techniques, including the finite volumemethod, fractal
theory, ant tracking, and image analysis, were employed to build a
multiphase flow model in a multi-scale fractured reservoir. Its
numerical solution was obtained, and the influences of micro-
fractures and large-scale fractures on the water saturation distri-
bution were analyzed. The main conclusions of this work can be
summarized as follows:

(1) The dimensionality reduction method is a potential fracture
treatment method because it can effectively avoid the gen-
eration of a minimized grid, but the flow discontinuity



Fig. 16. Relative permeability curves of large-scale fracture system.

Fig. 17. Water saturation distribution diagrams of th

Fig. 18. Control effect of the direction of large-scale f

Fig. 19. Influence of the direction of large-scale fractures on the water cut and recovery of pr
of fracture direction on the recovery percent, and c. water content corresponding to differe
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problem restricts the application of this method. By intro-
ducing a dimensionless aperture operator, the problem of
large-scale fracture flow discontinuity caused by the
dimensionality reduction method was effectively solved.

(2) Due to the saturation step phenomenon at a fracture inter-
face at a leading edge of the water flooding, a higher-order
upwind scheme should be used to differentiate saturation
and fluidity. The modified higher-order upwind scheme
proposed in this paper can effectively suppress the non-
physical oscillations of the saturation at a large-scale frac-
ture interface and improve the accuracy of its solution.

(3) The case study results showed that fracture systems of
different scales had an impact on a distribution of the water
saturation. The microfracture system increased the tortuos-
ity of an oilewater front. According to the analysis results for
microfractures with different correlation dimensions, the
e multiscale fracture system at different times.

ractures on the distribution of water saturation.

oduction wells: a. influence of fracture direction on water appearance time, b. influence
nt recovery percentages.



Fig. 20. Control effect of the lengths of large-scale fractures on the distribution of water saturation with large-scale fracture lengths of a. 3L, b. 2L, and c. L.

Fig. 22. Effect of the multi-scale fracture system on the water saturation at different times.

Fig. 21. Influence of the lengths of the large-scale fractures on the water cut and recovery of production wells: a. influence of fracture length on water cut, b. influence of fracture
length on the recovery percent, and c. water content corresponding to different recovery percentages.
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smaller the correlation dimension of a microfracture
network, the greater the tortuosity of the oilewater front.
Targeted well pattern adjustments should be made for areas
of microfracture development during reservoir
development.

(4) Compared to microfractures, the effect of large-scale frac-
tures on the water saturation is more significant. When an
oilewater front reaches large-scale fractures, the large-scale
fractures will cut the oilewater front, which will significantly
increase the heterogeneity of a displacement process. In the
development process, the large-scale fracture orientation
and length should be identified as early as possible, and
production wells should be arranged in a direction perpen-
dicular to the fractures, thereby extending the water-free oil
production period.

Declaration of competing interest

The authors declare that they have no conflicts of interest.

Acknowledgments

The authors gratefully acknowledge the help of Prof. Michael A.
Abrams and Prof. Xiaofan Chen for making many constructive
comments on earlier versions of the manuscript. This work was
supported by the Open Fund of State Key Laboratory of Oil and Gas
Reservoir Geology and Exploitation(Grant No. PCL2020037), the
Sichuan Science and Technology Program (Grant No.
2021JDRC0111) and the National Natural Science Foundation of
China (Grant No. 4197020492).

Nomenclature
English alphabet
B volume factor
d dimensionless fracture aperture
e unit vector
h perforation length
K permeability
l length
n unit normal vector
v velocity vector
S surface vector
s saturation
p pressure

Greek alphabet
a shape factor
b characteristic coefficient of the medium
4 porosity
l fluidity
m viscosity
r density
F variable value

Subscript
c capillary
C control element
e effective
f microfracture
F large-scale fracture
17
m matrix
o oil
r relative permeability
w water
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